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ABSTRACT

Recently instrumental variables methods have been used to address non-compliance in randomized experiments. Complicating such analyses is often the presence of missing data. The standard model for missing data, Missing At Random (MAR), has some unattractive features in this context. In this paper we compare MAR-based estimates of the Complier Average Causal Effect (CACE) with an estimator based on an alternative, non-ignorable model for the missing data process, developed by Frangakis and Rubin (1999). We also introduce a new missing data model that, like the Frangakis-Rubin model, is specially suited for models with instrumental variables, but makes different substantive assumptions. We analyze these issues in the context of a randomized trial of breast self-examination (BSE). In the study two methods of teaching BSE, consisting of either mail information about BSE (standard treatment) or the attendance of a course (new treatment) involving theoretical and practical sessions, were compared with the aim of assessing whether teaching programs could increase BSE practice and improve examination skills. The study was affected by the two sources of bias mentioned above: only 55% of women assigned to receive the new treatment complied with their assignment and 35% of the women did not respond to the post-test questionnaire. The results suggest that the MAR assumption is less plausible here than some of the alternatives.

1 Introduction

Estimating causal effects of interventions is often the focus of empirical studies in medicine and the social sciences. Randomized experiments are the only generally accepted tools for causal inference; yet, they may suffer from a number of complications, including non-compliance and missing outcomes, that may compromise the study and require additional assumptions.

When the outcome is observed for each subject but compliance is imperfect, the bias of the “as-treated” (where subjects are compared by treatment received) or “per protocol” (where only outcomes for subjects who comply with their assignment are analyzed) analyses is well known (Robins and Greenland, 1994; Sheiner and Rubin, 1995; Barnard et al. 1998). In such imperfect compliance cases researchers typically focus on either the global Intention-To-Treat (ITT) effect (by comparing all units by their assignment rather than by the treatment actually received), or on the ITT effect for the subpopulation of compliers (units who always comply with their assignment), which can be identified by exploiting appropriate instrumental variables exclusion restrictions (Bloom, 1984; Sommer and Zeger, 1991; Imbens and Angrist, 1994; Angrist, Imbens and Rubin, 1996; Imbens and Rubin, 1998; Baker, 1998, 2000; Little and Yau, 1998).

When the outcome is not observed for each unit, an ITT analysis based only on complete observations would result in bias unless the missing data process is missing completely at random (MCAR, Little and Rubin, 1987). The MCAR assumption has testable implications and can often be rejected in applications. Another, potentially more plausible assumption is the Missing at Random (MAR) model proposed by Rubin (1976) and discussed in Little and Rubin (1987). An alternative missing data model that is explicitly non-ignorable and more specifically designed for this instrumental variables setting, was proposed by Frangakis and Rubin (1999). Here we propose a third missing data model also specifically designed for the class of randomized experiments with imperfect compliance. The critical assumption in the Frangakis-Rubin model requires that subjects who are unwilling to take the new treatment when assigned to it, have the same response behavior irrespective of whether they are assigned to the new treatment (at which point they refuse to cooperate) or to the old treatment. Our proposed model replaces this assumption with one where instead those subjects who always comply with

\footnote{Note that both the Frangakis-Rubin and the model proposed in the current paper differ from the class of nonignorable missing data models discussed by Scharfstein, Rotnitzky and Robins (1999). The Frangakis-Rubin model and the current model impose some additional restrictions on the MAR while relaxing others in a way that makes them estimable, whereas in the Scharfstein-Rotnitzky-Robins setup the non-ignorable model does not impose additional restrictions and hence can only be estimated if some of the parameters are fixed a priori.}
their assignment (whether it is to the new or control treatment) are not affected in their response behavior by their assignment. Neither of these assumptions is directly testable. In this paper we discuss the relative merits of the proposed missing data models, in particular comparing the new model with MAR and Frangakis-Rubin, and apply them to data from a randomized trial with substantial noncompliance and item nonresponse to investigate the sensitivity of the substantive results to these assumptions.

We re-analyze data of a randomized trial of Breast-Self-Examination (BSE) conducted between January 1988 and December 1990 in Faenza; two methods of teaching BSE were compared consisting of either mailed information about BSE (standard treatment) or attendance in a course (new treatment) involving theoretical and practical sessions, the aim being to assess whether teaching programs could increase BSE practice and improve examination skills. The study (previously analyzed in Ferro et al., 1996) could have been affected by the two sources of bias mentioned above: only 55% of women assigned to the new treatment complied with their assignment and 35% of the women did not respond to the questionnaire about final health status. Making different sets of assumptions on the response behavior of individuals, including MAR, the Frangakis-Rubin model, and a modification of the FR model, the goal of the present paper is to estimate the ITT effect for compliers on BSE practice, and to compare the results to assess the appropriateness of the various models for missing data. Section 2 describes the randomized trial on BSE used to illustrate the issues and introduces notation. In section 3 assumptions regarding compliance behaviour are presented together with alternative (ignorable and non ignorable) missing data mechanisms; a parametric model specification is presented in section 4 and parallel estimation results in section 5. Section 6 concludes the paper.

2 The randomized trial on breast self-examination in Faenza

Breast Self Examination remains the most controversial of commonly recommended procedures for breast cancer screening. The rationale behind extending BSE as a screening test stems from the fact that breast cancer is frequently detected by women themselves without any other symptoms. Although BSE is simple, noninvasive, and inexpensive, its effectiveness is heavily debated in spite of more than 30 years of research (Baxter, 2001; Spurgeon, 2001; Miller and Baines, 2001). Despite these controversies, many field trials have been undertaken to evaluate the effectiveness of teaching methods, particularly in developing countries. These trials usually compare a BSE class to alternative forms of health education (physician message, leaflets). Quality of execution of self-examination
and BSE practice are the two main outcomes under study. Studies differ in their sample selection and the choice of control treatment (Kalichman et al., 2000; Ortega-Altamirano et al., 2000; Strickland et al., 1997; Mishra et al., 1998; Giles et al., 2001)).

We will consider one such study in which two teaching methods were compared, both of which would be feasible in practice and would be acceptable according to the cultural profile of the area. The study took place between January 1988 and December 1990 at the Oncologic Center of the Faenza Health District in Italy. A random sample of 825 women, aged 20-64 years, was drawn from the demographic files of the city of Faenza. The sample was stratified by age; women with a current breast pathology, a history of breast cancer, a mental or physical disorder, or a terminal illness were excluded from the study. 168 women declined participation; the remaining 657 women completed a self-administered pretest questionnaire aimed at evaluating their knowledge of breast pathophysiology, risk factors for breast cancer, preventive beliefs, practice of BSE and other individual characteristics. This is the population of interest for the purposes of our study. Responders were randomly assigned to either a treatment group (330) or a control group (327). All women received information about BSE in the mail in the form of a leaflet containing theoretical as well as graphical material describing how to perform BSE correctly. Each woman of the treatment group was in addition invited to the Oncologic Center to be taught BSE in an active way. The course was held by specialized medical staff and consisted of a one hour theoretical session, a group discussion and a fifteen-minute individual practical session. Only 182 of the 330 women in the treatment group complied with their assigned treatment, i.e., attended the course. One year later the learning level of the women was assessed by the same procedure used at the start of the study, i.e., by a self-administered questionnaire sent to all 657 women. Only 429 women of the total population provided information on post-treatment BSE practice by completing this questionnaire. In this study the question of interest is the effect of teaching on BSE. However, the study suffers from noncompliance: the receipt of the treatment was not random, as some women assigned to receive the instruction on BSE practice did not receive any instruction. In addition, there was a substantial amount of missing outcome data, partly due to the fact that the outcome data were collected at a later date than the covariate and assignment data.

2.1 Notation

In order to address the noncompliance and missing data problem we first introduce some notation. The study presented above is a two-arm randomized experiment that compares a new versus a standard treatment, with access to the new treatment only in the new
treatment arm, and all-or-nothing compliance. So, each individual \( i \) who participates in the study can either be assigned to the new treatment, \( Z_i = 1 \), or the standard one, \( Z_i = 0 \). For each individual, let \( D_i(z) \) be an indicator for the treatment received (1 for new or active, 0 for standard or control) given assignment \( z \) and let \( D_i = D_i(Z_i) \) be the actual treatment received; \( D_i(0) = 0 \) by definition in our study as those assigned to the standard treatment have no access to the new treatment. Also define \( Y_i(z) \) and \( R_i(z) \), the potential outcomes and potential indicators for response (1 if a subject responds to the post-test questionnaire, 0 for non-response) if an individual is assigned to treatment \( z \), and let \( Y_i = Y_i(Z_i) \) be the actual outcome and \( R_i = R_i(Z_i) \) the actual response indicator. Also, a vector of pre-treatment variables is observed for each subject, \( X_i \). Hence, the observed data are

\[
\{Z_i, D_i, R_i, X_i, (Y_i : R_i = 1), i = 1, ..., N\}.
\]

Following Frangakis and Rubin (1999), let \( U_i := D_i(1) \). If \( U_i = 1 \) then person \( i \) is a complier (someone who would always comply with their assignment, and thus with \( D_i(z) = z \) for \( z = 0, 1 \)), and if \( U_i = 0 \) the person is a never-taker (would never take the new treatment irrespective of the assigned treatment that is, \( D_i(z) = 0 \), for \( z = 0, 1 \)). This compliance status \( U_i \) can be viewed as a covariate (Angrist et al., 1996), which is observed only for persons with \( Z_i = 1 \) and is not observed if \( Z_i = 0 \), although, by randomization, it is guaranteed to have the same distribution in both treatment arms. This latent compliance covariate plays a crucial role. Only for compliers can we hope to learn anything about the effect of the treatment, as never-takers are never observed exposed to the new treatment. However, even for compliers inferring causal effects of the treatment is controversial (Angrist et al., 1996).

### 2.2 Summary statistics

Table 1 presents some summary statistics\(^2\) for the sample of 657 women classified by assignment \( Z_i \) and treatment received \( D_i \). The outcome \( Y_i \) is a binary indicator whether BSE was practiced. Later we also use a second indicator whether the quality of BSE was above a cutoff level. The observed baseline covariates are \( X_{i1} \), an indicator for previous BSE practice, \( X_{i2} \), an indicator of good knowledge of breast pathophysiology and \( X_{i3} \), age in years. As can be seen in columns (2) and (3), due to randomization, pretreatment variables are well balanced in the two subsamples defined by assignment; however randomization does not imply that the pretreatment variables are balanced in

\(^2\) For a complete descriptive data analysis, including a full description of the variables obtained from the questionnaire see Ferro et al. (1996).
the subsamples defined by the actual treatment received (columns (5) and (6)); note that
$D = 1$ implies $Z_i = 1$, so that the column with $(Z_i = 1, D_i = 1)$ contains all observations
with $D_i = 1$). Knowledge of breast pathophysiology, for example is significantly different
between women who attend the course and women who did not attend it. This imbalance
suggests that simply comparing outcomes by treatment received, as one would do with
a naive per-protocol or as-treated analysis, is invalid (e.g., Sheiner and Rubin, 1995).

Concerning the response behavior, we observe that within the group assigned to re-
ceive the treatment, response rates differ significantly between women who comply and
do not comply with their assigned treatment (columns (4) and (5)), suggesting that the
compliance covariate $U_i$ may be related to the willingness to respond of the subjects. As
Barnard et al. (1998) point out "... reasons for missing outcomes can be different for
compliers and never takers, and also, can be affected by treatment assignment, creating
even more disparity between the types of people being compared." Frangakis and Rubin
(1999) have shown that in such cases the complete-case (or respondent-based) ITT es-
timator (with an estimate of -0.021 (0.040) in the present study) is generally biased for
the ITT effect.

### Table 1: Faenza BSE study - Summary statistics

<table>
<thead>
<tr>
<th>Means</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Z_i = 0</td>
<td>Z_i = 1</td>
<td>Z_i = 1</td>
<td>Z_i = 1</td>
<td>D_i = 0</td>
<td>D_i = 1</td>
</tr>
<tr>
<td>N</td>
<td>657</td>
<td>327</td>
<td>330</td>
<td>148</td>
<td>182</td>
<td>475</td>
</tr>
</tbody>
</table>

| Assignment ($Z_i$) | 0.502 | 0 | 1 | 1 | 1 | 0.312 |
| Course attendance ($D_i$) | 0.277 | 0 | 0.551 | 0 | 1 | 0 |
| Response ($R_i$) | 0.653 | 0.688 | 0.618 | 0.399 | 0.797 | 0.598 |
| BSE practice ($Y_i$)* | 0.785 | 0.796 | 0.774 | 0.475 | 0.897 | 0.729 |

Pretreatment variables:

| BSE practice ($X_{i1}$) ** | 0.585 | 0.591 | 0.579 | 0.551 | 0.601 | 0.579 |
| Knowledge of breast pathophysiology ($X_{i2}$) | 0.554 | 0.560 | 0.548 | 0.439 | 0.637 | 0.522 |
| Age ($X_{i3}$) | 41.4 | 41.5 | 41.3 | 41.7 | 41.0 | 41.6 |

| ITT | -0.021 (0.040) |

(* ) Computed on respondents only. (**) Available for 615 women.
3 Assumptions regarding compliance and response behavior

3.1 Noncompliance

The summary statistics of the previous section suggest that an ITT analysis and other naive alternatives, such as the as-treated or per-protocol analysis, are potentially very misleading, as the treatment received is correlated with important pre-treatment variables. The as-treated analysis would compare individuals by the actual treatment received (columns (5) and (6)), while the per-protocol analysis would compare women who did receive the treatment (column (5)) with the control group (column (2)): in both cases pre-treatment covariates are not well balanced between the two groups, as the treated women practice BSE more and have a better knowledge of breast pathophysiology.

In order to address the noncompliance problem we consider the following assumption:

Assumption 1 (Exclusion Restriction for Never-takers)

\[ Y_i(Z_i) \perp Z_i|X_i, U_i = 0. \]

This assumption implies that \( \Pr(Y_i(1)|X_i, U_i = 0) = \Pr(Y_i(0)|X_i, U_i = 0) \), so that for subpopulations of never-takers with the same value of the covariates, the distributions of the two potential outcomes are the same. This is a type of instrumental variables assumption because it rules out a direct effect of the assignment on the outcome for a specific subpopulation.

In the absence of non-response this exclusion restriction would allow to identify the intention-to-treat effect for the subpopulation defined by the compliance status covariate, namely the ITT effect for compliers (Angrist, Imbens and Rubin, 1996; Imbens, Rubin, 1997b) defined as

\[ ITT_C = E(Y(1) - Y(0)|U = 1) \]

without any further assumption. Assumption 1 has some testable restrictions (Imbens and Rubin, 1997a; Balke and Pearl, 1997) in the form of inequalities, but in order to estimate models that relax it, it is typically useful to make additional assumptions, such as imposing some parametric form of the likelihood function or using informative prior distributions within a Bayesian approach (Hirano et al., 2000); we will return to this issue later. The \( ITT_C \) effect is the only intention to treatment effect in this case that potentially addresses the causal effect of the receipt of the new treatment, because it compares outcomes under the new treatment with outcomes under the standard one. At
least in the present study, and especially under the exclusion restriction that requires that for
never-takers there is no direct effect of the assignment, it seems plausible to attribute
the effect of assignment for the compliers to the effect of the receipt of the treatment.
This ITT effect is sometimes referred to as the Local Average Treatment Effect (Imbens
and Angrist, 1994) or the Complier Average Causal Effect, CACE, as we will do in the
sequel.

3.2 Non response

As far as the treatment of the missing data problem is concerned we now review the
two principal models that have been proposed in the literature to address it. The first
model assumes that \( Y \) is Missing At Random (MAR; Rubin, 1976): the probability of
observing \( Y \) is the same for all the subjects with the same value of the observed covariates,
treatment assigned and treatment received. In our case the i.i.d MAR assumption can
thus be stated as follows:

**Assumption 2 (Missing at Random, MAR)**

\[ Y_i \perp R_i | Z_i, X_i, D_i. \]

This assumption implies that \( \Pr(R_i|Y_i, Z_i, X_i, D_i) = \Pr(R_i|Z_i, X_i, D_i) \). If the param-
eters of the missing data mechanism are distinct from those of the data distribution, the
missing data mechanism is said to be ignorable (Rubin, 1976; Little and Rubin, 1987).
In terms of the response behavior of never-takers and compliers, this assumption im-
plies that never-takers and compliers may have different response behavior in the new
treatment arm, but the same behavior in the standard one. Under this assumption it is
the treatment received, which is a deterministic function of \( Z_i \) and \( U_i \), rather than the
true compliance covariate \( U_i \), that determines the response behavior. This model has no
testable implications. We can estimate the model under Assumptions 1 and 2 without
additional restrictions.

A special case of MAR arises when

\[ R_i \perp Z_i, X_i, D_i \]

and the data are said to be missing completely at random (MCAR). Limiting the analysis
to the complete data would result in no bias in this case\(^3\). This model does have testable

\(^3\)As the analysis is always conditional on \( Z \), the complete data analysis would not be biased
also under the weaker assumption: \( R_i(0) \perp X_i, D_i(0) \) and \( R_i(1) \perp X_i, D_i(1) \), which implies that
\( \Pr(R_i|Y_i, Z_i, X_i, D_i) = \Pr(R_i|Z_i) \).
restrictions, as it implies that the distribution of covariates is the same in the complete data and incomplete data subsamples.

Before discussing the second model, it is useful to show what can be learned from the data about the response behavior of the two groups of individuals, namely the never-takers and the compliers, using a method-of-moment estimation reasoning. Avoiding here for simplicity the conditioning on the pre-treatment covariates $X_i$, denote $\Pr(R_i = 1|Z_i = z, U_i = u)$ by $\pi_{zu}$, which are the four response probabilities for never-takers and compliers in the standard and in the new treatment arm. From the data, only $\pi_{11}$ and $\pi_{10}$ can be estimated directly as $\hat{\pi}_{11} = \sum R_i Z_i D_i / \sum Z_i D_i$ and $\hat{\pi}_{10} = \sum R_i Z_i (1 - D_i) / \sum Z_i (1 - D_i)$ using individuals assigned to the treatment, whereas in the control group only the mixture $\Pr(U_i = 1)\pi_{01} + (1 - \Pr(U_i = 1))\pi_{00}$ can be estimated as $\sum R_i (1 - Z_i) / \sum (1 - Z_i)$, because we cannot identify the ‘true’ compliance status for subjects in the control group. If one knew (or could estimate) either $\pi_{01}$ or $\pi_{00}$ a priori, they could be used to estimate both $\pi_{01}$ and $\pi_{00}$ separately. But as long as the data give information only on the mixture, one has to rely on assumptions, that are not testable without auxiliary information, in order to disentangle the mixture and get separate estimate of $\pi_{01}$ and $\pi_{00}$. Some such assumptions are implicit or explicit in the following models proposed in the literature.

The second model, introduced by Frangakis and Rubin (1999), makes use of the compliance covariate:

**Assumption 3 (Latent ignorability)**

$$Y_i \perp R_i | Z_i, X_i, U_i.$$ 

Under this assumption potential outcomes and potential nonresponse indicators are independent within each level of the compliance covariate with the same covariates’ value. This assumption implies that:

$$\Pr(Y_i, R_i | Z_i, X_i, U_i) = \Pr(Y_i | Z_i, X_i, U_i) \Pr(R_i | Z_i, X_i, U_i)$$

so that, if $U_i$ were observed for all subjects (and the parameters of the missing data process are distinct from those of the outcome distribution) the missing data process would be ignorable. But because the true compliance covariate is missing, the missing data process is in fact non-ignorable.

On its own, this assumption is not sufficient to identify the ITT effect for compliers. To address the complications due to the fact the $U_i$ is only partially observed, different assumptions can be exploited. Frangakis and Rubin propose the following assumption:
**Assumption 4 (Response Exclusion Restriction for Never-takers)**

\[ R_i(Z_i) \perp Z_i | X_i, U_i = 0. \]

This assumption implies that \( \Pr(R_i(1)|X_i, U_i = 0) = \Pr(R_i(0)|X_i, U_i = 0) \), i.e., \( \pi_{00} = \pi_{10} \).

Assumptions 1 and 4 combined are the stochastic version of the compound exclusion restriction of Frangakis and Rubin (1999) and the combination of assumptions 1, 3 and 4 will be referred to as the FR model. As explained in Frangakis and Rubin (1999), under this set of assumptions, all the quantities on which the ITT effect for compliers depends have a sample counterpart, and the estimator that can be derived using the sample analogues is in fact the Frangakis-Rubin estimator.

Assumption 4 implies that never-takers have the same response behavior irrespective of the treatment arm they are assigned to. The missing data process is not ignorable in this case. While the exclusion restriction on the outcome variable seems plausible in many circumstances, the response exclusion restriction for never-takers appears to be more questionable. Especially when there is no comparable set-up in the control arm, i.e. no blind placebo-like treatment, never-takers who were assigned to the treatment and declined participation might in fact easily lower their subsequent response probability. Plausibly, their explicit refusal to comply with their assigned treatment might induce them to deny response at the posttest questionnaire as well.

An alternative to the Frangakis-Rubin response exclusion restriction for the never-takers is to assume that compliers do not change their response behavior with assignment. This rationale is behind the following assumption:

**Assumption 5 (Response Exclusion Restriction for Compliers)**

\[ R_i(Z_i) \perp Z_i | X_i, U_i = 1. \]

This assumption implies that compliers have the same response behavior irrespective of the treatment arm they are assigned to. As compliers are willing to follow the protocol in their treatment assignment, it seems more plausible that they would not be affected in their response behavior by their assignment either. The missing data process is again not ignorable in this case. The set of assumptions 1, 3 and 5 will be considered as an alternative to the MAR and FR models, referred to as the Modified Frangakis-Rubin (MFR) model. It can be easily shown that, similarly to the Frangakis-Rubin model, under this set of assumption all the quantities on which the ITT effect for compliers depends have a sample counterpart, and using the sample analogues a simple estimator could be derived.
The three sets of Assumptions, 1 and 2, (MAR), 1, 3 and 4, (FR) and 1, 3 and 5 (MFR) have no testable implication beyond inequality restrictions of the type discussed in Imbens and Rubin (1997a) and Balke and Pearl (1997). Unless one of these assumptions is made, the model would not have unique maximum likelihood estimates, the same problem encountered when relaxing assumption 1 in randomized experiment with non compliance, although the presence of observed pretreatment variables might help investigating violations of these various restrictions (Imbens and Rubin, 1997a).

4 Model specification

Method-of-moment estimators are useful to understand where information comes from the observed data and what assumptions help us identifying estimands of interest. In the presence of covariates, method-of-moment estimators are not easily implemented. Here we prefer to use likelihood based estimators, that have been proved to improve upon conventional IV estimators (Imbens and Rubin, 1997a and 1997b; see also Hirano et al., 2000). In particular, we model the conditional distribution of \( U \) given the pre-treatment variables, the conditional distribution of potential outcomes given pre-treatment variables and compliance covariate \( U \), and specify also the conditional distribution of potential response indicators given pre-treatment variables and compliance covariate \( U \). As all the variables of interest are dichotomous, we assume that their distributions have the form of logistic regressions:

\[
\Pr(U_i = 1 | X_i = x; \alpha) = \frac{\exp(\alpha_0 + \alpha_1' x)}{1 + \exp(\alpha_0 + \alpha_1' x)}
\]

\[
\Pr(R_i = 1 | X_i = x, Z_i = z, U_i = u; \beta) = \frac{\exp(\beta_{zu0} + \beta_{zu1}' x)}{1 + \exp(\beta_{zu0} + \beta_{zu1}' x)}
\]

\[
\Pr(Y_i = 1 | X_i = x, Z_i = z, U_i = u; \gamma) = \frac{\exp(\gamma_{zu0} + \gamma_{zu1}' x)}{1 + \exp(\gamma_{zu0} + \gamma_{zu1}' x)}
\]

Under assumptions 1 and latent ignorability the actual (observed) likelihood function is:

\[
L(\theta | Z, X, D, R, Y) = \prod_{i: Z_i = 1, D_i = 1} \pi^U \pi^R_{11} f_{11}(Y_i) \prod_{i: Z_i = 1, D_i = 1, R_i = 0} \pi^U (1 - \pi^R_{11}) \prod_{i: Z_i = 1, D_i = 0, R_i = 1} (1 - \pi^U) \pi^R_{10} f_{10}(Y_i) \prod_{i: Z_i = 1, D_i = 0, R_i = 0} (1 - \pi^U) (1 - \pi^R_{10}) \prod_{i: Z_i = 0, D_i = 0, R_i = 1} \left( \pi^U \pi^R_{01} f_{01}(Y_i) + (1 - \pi^U) \pi^R_{00} f_{10}(Y_i) \right)
\]
\[ \prod_{i: Z_i = 0, D_i = 0, R_i = 0} \left( \pi^U (1 - \pi^R_{01}) + (1 - \pi^U)(1 - \pi^R_{00}) \right) \]

where \( \pi^U = \Pr(U_i = 1|X_i; \alpha) \), \( \pi^R_{Z_i,U_i} = \Pr(R_i = 1|X_i, Z_i, U_i; \beta) \), \( f_{Z_i,U_i}(Y_i) = \Pr(Y_i|X_i, Z_i, U_i; \gamma) \), \( \theta = \{\alpha, \beta, \gamma\} \) and \( f_{10}(Y_i) = f_{00}(Y_i) \) for assumption 1. The assumptions MAR, FR and MFR can be imposed using the following restrictions respectively: \( \pi^R_{00} = \pi^R_{01}, \pi^R_{00} = \pi^R_{10}, \pi^R_{01} = \pi^R_{11} \).

In the application in this paper we impose prior equality of the slope coefficients in the logit models for the outcome of compliers: \( \gamma'_{011} = \gamma'_{111} \). Maximum likelihood estimates can be obtained using the EM algorithm (Dempster et al., 1977) or standard maximization routines. In the application the Newton-Raphson algorithm was implemented and standard errors computed using the Delta method.

In the application, another variable can be used as an outcome: that is the quality of BSE practice measured by adding different indicators and resulting in a variable that can take on integer values between 0 and 21 (see Ferro et al., 1996 for details on this variable). The estimation of causal effects for such an outcome is more problematic for the fact that the quality can be observed only on women who do practice BSE and is not only unobserved but also undefined when \( Y \) is equal zero. The solution to such a problem is often that of assuming the quality as missing or censored or assigning it a value of zero; although often done these approaches do not lead to properly defined causal estimands (see Rubin (2000) and Frangakis and Rubin (2002) for more discussion on this). In principle, a causal estimand of interest would be the effect of the treatment on the quality for those women who would practice BSE under both assignments; in a randomized experiment with non compliance, such a causal estimands would be the effect of the treatment on the quality for compliers who would practice BSE under both treatments. The estimation of this causal effect would involve additional assumptions that are discussed in the sequel. Here we consider, as suggested in other works (Ferro et al., 1996; Miller and Baines, 2001), an alternative binary outcome \( Q \) that assumes value 1 if the quality indicator is greater than its overall median value (17) and 0 otherwise. We specify a conditional logit model for this secondary outcome, given pre-treatment variables and compliance covariate, and conditional on practicing BSE (\( Y = 1 \)):

\[ \Pr(Q_i = 1|X_i = x, Z_i = z, U_i = u, Y_i = 1) = \frac{\exp(\delta_{zur0} + \delta'_{zur1}x)}{1 + \exp(\delta_{zur0} + \delta'_{zur1}x)}, \]

under the additional exclusion restriction for never-takers that:

**Assumption 7**

\[ Q_i(Z_i) \perp Z_i|X_i, U_i = 0, Y_i = 1. \]
This will allow to obtain an estimate of:

\[ E(Q(1) - Q(0)|U = 1, Y = 1) \]

which, as explained above, cannot be interpreted as a causal effect as it is conditional on the value of the outcome \( Y \) (i.e. of a post-treatment variable). A set of assumptions that would allow to interpret this as a causal effect are the following assumptions 8 and 9:

**Assumption 8 - Monotonicity of the outcome for compliers**

\[ Y_i(1) \geq Y_i(0)|U_i = 1 \]

**Assumption 9 (Quality independence of the primary outcome under control for compliers)**

\[ Q_i(1) \perp Y_i(0)|U_i = 1, Y_i(1) = 1 \]

Assumption 8 basically says that those practicing BSE under control would have done so also under treatment, while assumption 9 says that the quality of BSE of those who practice BSE under treatment is the same irrespective of them practicing BSE or not under control. Assumption 8 cannot be verified directly at the individual level but we can have some indirect evidence of it from the estimate of CACE; assumption 9 cannot be tested, but if it would not hold the expected sign of the bias should be towards an underestimation of the real effect on BSE quality for compliers practicing BSE under both treatment arms, because the compliers who practice BSE under treatment but not under control should plausibly practice BSE with a lower average quality than those practicing BSE also under control.

In the application we impose \( \delta_{zu1} = 0 \) in order to reduce the number of parameters\(^4\) in each model to 22.

### 5 Results

We first estimated the model using no pre-treatment variables. Table 2 shows the estimates of the effect on BSE practice and quality for compliers and the estimates of the four response probabilities under different assumptions.\(^5\) The estimates under the MAR

\(^4\)Given the relatively small sample size, relaxing this restriction, as well as the one on the slope coefficients in the logit for the outcome of compliers, would increase the computational burden and lead to imprecise estimates; in the final models age has been excluded.

\(^5\)Note that some of the estimated probabilities are identical under the different models, due to the structure of the likelihood function. For example, the proportion of compliers is the same under both the FR and MFR models, but not under the MAR model.
assumption show an surprising negative effect of the course on BSE practice. Although it is conceivable that the course has little or no effect on BSE practice, it is more difficult to understand how, as a causal effect of attending the course for this population of volunteers, BSE practice goes down significantly. The alternative models show more plausible small and non-significant effect of the course on BSE practice and a positive effect on BSE quality. Assumptions 1, 3 and 4 (FR model) give figures for the response probabilities for compliers that are not very plausible: compliers have a lower response rate if assigned to treatment than if assigned control. Assumptions 1, 3 and 5 combined (last column, MFR model) give more plausible figures for the response probabilities: never-takers have lower response rate than compliers. In addition, never-takers have a lower response rate if assigned to the treatment arm than if assigned to the control group. This would agree with the hypothesis that once never-takers show that they are unwilling to follow the assignment protocol, they are less inclined to respond to the survey.

Table 2: Effects for compliers under various missing data assumptions, without pretreatment variables. Exclusion restriction for never-takers is always maintained.

(standard errors in parentheses)

<table>
<thead>
<tr>
<th></th>
<th>Complete Data</th>
<th>MAR</th>
<th>FR</th>
<th>MFR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CACE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>on BSE practice</td>
<td>-0.030</td>
<td>-0.103</td>
<td>-0.012</td>
<td>-0.081</td>
</tr>
<tr>
<td></td>
<td>(0.056)</td>
<td>(0.025)</td>
<td>(0.054)</td>
<td>(0.067)</td>
</tr>
<tr>
<td><strong>Compliers’ Effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>on BSE quality</td>
<td>0.235</td>
<td>0.206</td>
<td>0.239</td>
<td>0.225</td>
</tr>
<tr>
<td>conditional on BSE practice</td>
<td>(0.063)</td>
<td>(0.077)</td>
<td>(0.062)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>$\pi_{01}$</td>
<td>0.69</td>
<td>0.69</td>
<td>0.92</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.026)</td>
<td>(0.062)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>$\pi_{11}$</td>
<td>0.62</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.030)</td>
<td>(0.030)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>$\pi_{00}$</td>
<td>0.69</td>
<td>0.69</td>
<td>0.40</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.026)</td>
<td>(0.040)</td>
<td>(0.066)</td>
</tr>
<tr>
<td>$\pi_{10}$</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>(0.040)</td>
<td>(0.040)</td>
<td>(0.040)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>$\pi_{U}$</td>
<td>0.71</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>(0.032)</td>
<td>(0.026)</td>
<td>(0.027)</td>
<td>(0.027)</td>
</tr>
</tbody>
</table>

In Table 3 we present results where we condition on the pretreatment variables. The estimates are slightly more precise, but pretreatment variables seem to have little effect on the estimated treatment effects: adding pretreatment variables in the analysis changes
the sign under latent ignorability (last two columns) to positive, although the CACE effect on BSE practice remains not significant.

Table 3: Effects for compliers under various missing data assumptions, using pretreatment variables. The exclusion restriction for never-takers is always maintained.

(standard errors in parentheses)

<table>
<thead>
<tr>
<th></th>
<th>Complete Data</th>
<th>MAR</th>
<th>FR</th>
<th>MFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CACE on BSE practice</td>
<td>-0.001</td>
<td>-0.111</td>
<td>0.011</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td>(0.026)</td>
<td>(0.049)</td>
<td>(0.054)</td>
</tr>
<tr>
<td>Compliers’ Effect on BSE quality conditional on BSE practice</td>
<td>0.239</td>
<td>0.226</td>
<td>0.244</td>
<td>0.227</td>
</tr>
<tr>
<td></td>
<td>(0.066)</td>
<td>(0.076)</td>
<td>(0.063)</td>
<td>(0.073)</td>
</tr>
</tbody>
</table>

6 Concluding remarks

In this paper we compare MAR-based estimates of the Complier Average Causal Effect (CACE) with estimators based on alternative models for the missing data process, including one developed by Frangakis and Rubin (1999) specifically for this instrumental variables context and a modification of the Frangakis-Rubin model. We illustrate these methods by re-analyzing data of a randomized trial of breast self-examination (BSE). In the study two methods of teaching BSE, consisting of either mail information about BSE (standard treatment) or the attendance of a course (new treatment) involving theoretical and practical sessions, were compared with the aim of assessing whether teaching programs could increase BSE practice and improve examination skills.

Since the three models are all untestable, we judge the plausability of the models by the results they produce. The MAR assumptions lead to significant negative effects of the course on BSE practice. Although one can easily imagine a positive or zero effect of the treatment, it is difficult to understand why a program designed to encourage BSE would have a negative effect. The two alternative models lead to more plausible, small, insignificant effects. One of the alternative models in particular also leads to an a priori plausible pattern of response rates: those that are unwilling to comply with their assignment are also less likely to respond to the survey, and they are less willing to respond if they have declined to participate in the treatment program. The model appears to be particularly appropriate in the context of randomized encouragement designs where one-sided non-compliance is an issue, and double blinding is not feasible.
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